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ABSTRACT

Many test facilities currently have the requirement to project dynamic, infrared  (IR) imagery into sensors under test.  This imagery must be of sufficient quality and resolution so that, sensors under test will perceive and respond just as they do to real-world scenes.  In order to achieve this fidelity from an infrared micro-resistor based emitter array, Non-Uniformity Correction (NUC) is necessary.  An important step in performing NUC is to calibrate the IR projection system so as to be capable of projecting a uniform temperature/IR image.  The quality of the projected image is significantly enhanced by proper application of this calibration.  To properly implement non-uniformity correction, it is necessary to accurately measure the IR emissions of each display element, or display pixel (dixel), in the emitter array.  Performing these measurements involves collecting a large volume of data at a high rate.  The U.S. Army’s Test and Evaluation Command (TECOM) has developed a high-speed, relatively inexpensive and flexible means of digitally capturing IR emissions from an emitter array.  This method of digitally capturing IR imagery is also useful in performing sensor and overall system characterization. TECOM has investigated, planned, and developed a non-uniformity data collection system, using primarily Commercial Off-The-Shelf (COTS) hardware and software, capable of digitally capturing the emissions of a long wave IR emitter array at 30 frames per second.  The digital images are then processed to characterize individual dixels of the IR scene projection system.  This paper presents a description of a test facility’s need, along with a history of the design, development and actual implementation of a non-uniformity data collection system.  In addition to the primary purpose of collecting digital imagery for NUC, other system uses for digital imagery collection are discussed.
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1. Introduction

Redstone Technical Test Center (RTTC), one of eight U.S. Army Test and Evaluation Command (TECOM) test centers, is located at Redstone Arsenal, Alabama.  Designated as a specialty test site, the primary mission of RTTC is “Technical Tester for the Army’s Small Rockets and Guided Missiles”.  This mission is accomplished by applying the philosophy that we test to gather information for decision-making purposes, subject to the restriction that a test should never cost more than the information is worth.  Typical operational requirements involve numerous targets, scenarios, backgrounds, countermeasures, temperatures, and other environments.  These requirements are verified by employing open range activities such as live flight tests and dirty battlefield tests, as well as, laboratory activities such as all-up-round testing and weapon system components and subsystems testing.  In the area of subsystems testing, the RTTC Electro-Optics Test Group, a member of RTTC’s Subsystem Test and Analysis Branch, performs laboratory testing on a wide range of U.S. Army electro-optical sensor subsystems.  These subsystems currently include laser designators and range finders; seekers operating in the visible, ultraviolet, and infrared spectrums; and visible and infrared target acquisition subsystems.  

It stands to reason that along with new and ever evolving Imaging Infrared (I2R) sensor technologies, should come new test methods which provide the most realistic and cost effective means to accomplish sensor performance evaluation.  The means to accomplish this goal chosen by RTTC is the implementation of resistor array based Dynamic Infrared Scene Projection (DIRSP).  The fundamental goal of a DIRSP system is to project “in-band” infrared imagery to the level of detail such that a Unit Under Test (UUT) perceives and responds to the synthetic scenes just as it would given the same real world scenario.  As illustrated in Figure 1-1, a resistor array based DIRSP system consists of the following subsystems: (1) a Computer Image Generator (CIG) subsystem, (2) a Control Electronics Subsystem (CES), (3) an IR Emitter Subsystem (IRES), (4) a Non-Uniformity Correction (NUC) Subsystem, (5) a Projection Optics Subsystem (POS), (6) an Environmental Conditioning Subsystem (ECS), and (7) a Mounting Platform Subsystem (MPS).
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Figure 1-1.  DIRSP Subsystems

At the heart of the DIRSP system lies the micro-resistor array (part of the IRES).  These arrays have been successfully produced in sizes of 128x128, 256x256 and 512x512 display pixels (dixels).  A current Army development for a DIRSP system, emphasizing the requirements related to 2nd generation Forward Looking Infrared (FLIR) applications, plans to produce 544x672 format arrays.  Additionally, there is an on-going tri-service effort to eventually achieve arrays as large as 1024x1024.  These micro-resistor arrays allow a DIRSP system to project dynamic, real-time, synthetic IR scenes.  Each emitter element (resistor) in an array will have a slightly different input/output response relationship due to the inherent variability of the micro-fabrication processes, as Figure 1-2 illustrates for a few dixels.  In an attempt to project a uniform output, these dixel-to-dixel differences manifest as “fixed-pattern” noise (i.e., non-uniformity), as illustrated in Figure 1-3.  This non-uniformity is very objectionable for valid sensor performance evaluation tasks.  To realistically represent real-world IR imagery, this non-uniformity must be corrected prior to real-time scene projection.  As a “flow down” requirement, the NUC subsystem must allow for the collection of input/output array characterization data, the reduction of this data for calibration of each dixel, and the implementation of the calibration for non-uniformity correction of each dixel.  The fundamental focus of this paper is to describe the NUC data collection system developed at RTTC, with only brief discussions related to reducing the collected data for calibration and implementing the calibration for pre-projected correction.  At this time these topics are still under investigation.

At first, given a high fidelity NUC sensor, it may appear a simple task to “collect” non-uniformity data.  After all, the input imagery is known and the output imagery can be measured.  Unfortunately, the physical optics properties of the scene projection system in effect blur the dixel array output at the image plane of the NUC sensor. This causes the measured output of each NUC sensor pixel to be dependent not only on the corresponding geometrically registered dixel, but also on that dixels’ neighbors.  There are a variety of sophisticated recursive algorithms that could be used to alleviate this interdependent dixel-to-dixel problem.  However, as a first step, most of the community, including RTTC, has converged on using a brute force approach to NUC data collection.  This approach uses “sparse dixel sets” to collect independent dixel response curves.  Basically, the NUC sensor images a sparse array of dixels that are driven to a pre-defined set of input values, while the sparse dixels’ neighbors are driven to zero input values.  An example sparse dixel image is shown in Figure 1-4.  The sparse dixel spacing is determined a priori to ensure that there is insignificant optical overlap between the exercised dixels.  The required number of images to collect with this sparse dixel approach is determined by the sparse dixel spacing, the number of input values to measure, the number of frames to average for noise reduction, and the number of times the NUC sensor must be repositioned (if applicable) to accommodate the entire projected field of view. 
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 Figure 1-2.  Input/Output Resistor Relationship for Multiple Dixels

Figure 1-3.  Resistor Array at Constant Input, Uncorrected Non-Uniformity

Figure 1-4.  Example Image of Sparse Dixel Input

2. Design phase

RTTC has a number of military and commercial FLIRs to choose from as the image collecting NUC sensor.  These include the Commercial Off The Self (COTS) Inframetrics 760 and the Agema 1000LR radiometers, as well as, the Improved Target Acquisition System (ITAS) and Improved Bradley Acquisition Subsystem (IBAS) military sensors.  The characteristics pertinent to interfacing to any of these four potential NUC sensors are provided in Table 2-1.


Inframetrics 760
Agema 1000LR
ITAS
IBAS

Spectral Band
LWIR
LWIR
LWIR
LWIR

Detector Type
Scanning HgCdTe
Scanning HgCdTe
Scanning HgCdTe
Scanning HgCdTe

Detector Format
Single Element
5 Element SPRITE
480x4 Array
480x4 Array

Digital Resolution
8-bit
12-bit
12-bit
12-bit

Image Format
250x200
800x405
987x480
1317x480

Frame Rate
60Hz
30Hz
30Hz
30/60 Hz

Image Size
50k bytes
486k bytes
711k bytes
948k bytes

Image Generation
Standard Raster
Modified Raster
Rotated Raster
Rotated Raster

Table 2-1.  Possible NUC sensors

The best overall performance comes from the military FLIRs, which would make them an ideal design choice as a NUC sensor.  Unfortunately, a design dependent on these sensors has a higher risk on availability and maintainability.  For initial NUC investigations, the Agema 1000LR was chosen as the system best suited for the task, given performance, availability, and maintainability.  The fundamental piece missing, regardless of which FLIR is used, is a device to capture and process the direct digital output imagery.  The goal was to identify a COTS frame grabber, which would work for any of the FLIR sensors listed in Table 2-1.  Due to the wide variety of digital signal outputs and lack of a compatible COTS frame grabber, it was quickly concluded that a custom interface/conversion board would be required.  The concept behind the design of the interface board would be compatibility with converting any of the FLIR digital output signals to the chosen frame grabber input signal.   

Given the producibility of the resistor array, the highest remaining risk for a successful scene projector is the application of NUC.  In an attempt to reduce this risk for the Army’s DIRSP program, RTTC acquired a 512x512 Wide Band Infrared Scene Projector (WISP) prototype resistor array along with the associated drive electronics, projection optics, and environmental control subsystems required to produce a fully operational IR scene projector.  Plans are to integrate the projection system on a 5-axis Flight Motion Simulator (FMS) table for Hardware In The Loop (HWIL) testing of I2R seekers.  The current characteristics of this FMS DIRSP (or FIRSP) are provided in Table 2-2.  

Computer Image Generator (CIG)

Subsystem
Silicon Graphics Inc. (SGI) Infinite Reality Onyx 2

· Four (4) R10000 processors

· Two (2) raster managers

· 4GB RAM

· Digital Video Port 2 (DVP2)

Control Electronics Subsystem (CES)
Custom Digital/Analog VME Design

· 16-bit image format

· 100Hz operation @ 512x512 dixels

· SGI DVP2 digital image interface

· 512MB memory for frame playback

· RS170 video image input

· 32 pt. Real-time NUC correction hardware 

· Image Translation Rotation Processing (TRP)   

· 32 channel analog array drive electronics

IR Emitter Subsystem (IRES)
Prototype WISP Resistor Array Package

· 50.8x50.8 m dixel pitch

· 512x512 dixel resolution

· Vacuum sealed

· Copper block heat sink / water cooled

Non-Uniformity Correction (NUC) Subsystem
Data Collection (topic of this paper)

-
Agema 1000LR radiometer

-
Intel Pentium II class system running MS NT4.0

-
Custom hardware interface/conversion device

-
Itex IC-PCI 16-bit PCI-based frame grabber

-
Third party image sequence capturing software

-
Scramnet image transfer to SGI for processing

-
Custom C code on the SGI


Reduction for Calibration

-
Custom C code on the SGI

Correction Implementation

· Off-line custom C code on the SGI

· Real-time CES 32 pt. RTNUC

Projection Optics Subsystem (POS)
Refractive Fixed Focus Lens 

· 3 elements (Ge / ZnSe / Ge)

· 13.3 in. focal length

· 4.4x4.4 degree projected field of view

Environmental Conditioning Subsystem (ECS)
Vacuum

· Roughing / Turbomolecular pumping station

· Miniature Ion pump

Cooling

· Water chiller run at near ambient via heat sink

Mounting Platform Subsystem (MPS)
Optical Bench Mountable

5-Axis Flight Motion Simulator Mountable

Table 2-2.  FIRSP Characteristics

Given available RTTC assets, a baseline for the data handling requirements for non-uniformity data collection can be derived assuming the Agema 1000LR radiometer as the NUC sensor.  In the narrow Field Of View (FOV), the Agema NUC sensor can image about one sixth of the projector’s FOV.  To avoid optical overlap, a sparse dixel spacing of at least 7x7 was found to be appropriate.  To reduce the temporal noise of the Agema, a 30-frame average was chosen.  For initial studies, 32 input signal levels spanning the input signal range, were considered adequate.  To avoid drift in the Agema’s response, a periodic background image is required (worst case – a background image for each signal image).  These parameters imply that the number of images needed for non-uniformity data collection is:  

            6 Sections/FOV * 7 Horiz dixel shifts * 7 Vert. dixel shifts * 


30 Frames/Signal level * 32 Signal levels * 2 {Signal & Background} = 564480 Images. 

The 30Hz frame rate of the Agema NUC sensor implies that the data collection will take about 5.22 hours, even with the most optimistic view of zero latency.  Additionally, storing the 12-bit 800x405 Agema formatted image would require approximately 274 gigabytes of disk space (about 9.14 gigabytes if only frame averaged images are stored).  Although the above is specific to the assets at RTTC, it does provide a baseline for NUC data collection subsystem design requirements.

In order to acquire the massive amount of digital data required to perform NUC, a solution was required which would quickly and efficiently gather the data from the NUC sensor and place it in the controlling computer’s memory.  Only two alternative methods of performing this operation were considered due to the high bandwidth requirements.  The first alternative was to use a customized VME system consisting of a Motorola-based controller, two high-speed memory cards, and a custom VME card to interleave the incoming data to the two memory cards.  This interleaved method of data acquisition effectively doubles the memory bandwidth of a single memory board.  The VME option is currently being fielded by a local test area at RTTC for data acquisition in conjunction with both the ITAS and IBAS systems.

After the VME system for ITAS and IBAS was designed and built, frame grabber cards based on the PCI standard were entering the market with advertisements indicating 20-40 MHz clock rates (ITAS/IBAS bandwidth requirements are <= 30 MHz) and theoretical transfer rates of 132 MB/sec.  The PCI alternative was very appealing due to it’s lower cost and size requirements.  One of the most attractive aspects of using PCI frame grabbers was to provide an easier method to develop specific data acquisition based tests.  The VME alternative had restrictions due to the limited number of inexpensive add-on hardware options and required a learning curve to use its standard operating systems and programming languages.  The PCI alternative provided the more familiar Microsoft Windows environment along with its wide variety of inexpensive software and hardware options.

A benefit of the PCI frame grabber option over older ISA-based frame grabbers was the PCI frame grabber’s ability to transfer data directly to system DRAM at rates equal to or exceeding typical frame rates.  The advertised rate of most PCI frame grabber cards approaches 120 MB/sec sustained.  The ability to transfer data directly to the host PC provides a developer the flexibility to create data acquisition systems that are limited only by the host motherboard’s RAM capacity, typically as large as 256-512MB and higher.  

The initial investigation of the PCI based technology coincided with laboratory testing needs that required not only high-speed digital frame grabbing, but also the digitization of analog signals from RS170 video.  One of the first PCI boards on the market, Imaging Technology’s (Itex) IC-PCI board, offered the high-speed data transfers with several input format options.  The optional formats were handled by three different daughter cards that could handle analog RS170 (using 8, 16, or 24-bit digitization), TTL digital (8 or 16-bit), and differential (8 or 16-bit).  By leveraging off experience gained using the Itex card for laboratory testing of the ITAS and IBAS systems, a design utilizing COTS PCI-based hardware in conjunction with a custom interface to the various sensors expected (e.g., Inframetrics, Agema, ITAS, & IBAS) was chosen.

In order to minimize the time required to field this system, RTTC found a third party software vendor which provided a simple library of high-level C language function calls to perform the specific operations of capturing consecutive frames of data and storing this data directly in system memory.  The software, EYE Image Calculator development library, by IO Industries of Canada, was chosen primarily for its front-end visualization capability, as well as its ability to communicate with various other manufacturer’s PCI cards, such as Matrox, Coreco, BitFlow, and others.  The software, therefore, provided RTTC with some level of risk mitigation by allowing for other hardware possibilities if the Itex card failed to perform adequately.

The sparse dixel data processing/reduction algorithms for NUC calibration are currently incomplete.  This requires the NUC data collection PC to capture, frame average, and store all sparse dixel images; putting our goal of near zero latency out of reach.  However, once NUC calibration algorithms have been sufficiently tested and proven to achieve the desired level of correction, it is anticipated that the sparse dixel images will not need to be permanently stored.  At that time, as a stand-alone system the NUC data collection PC would be tasked with capturing images, frame averaging, data processing/reduction for calibration, and storing the reduced data.  As a growth path, and in an effort to achieve the lowest latency possible, inclusion of a PCI Scramnet reflective memory board in the data collection system design was chosen.  A Scramnet network of computers allows extremely fast access to the reflective memory.  This reflective memory architecture allows the third party software to frame average a sequence of sparse dixel images and put the resulting image into the Scramnet buffer.  The data collection system can then dedicate its resources to acquiring and frame averaging sparse dixel images.  This would potentially leave the tasks of data processing/reduction and storage to a separate NUC control computer, which is also connected to the Scramnet network.

3. Development Phase

Once the NUC data collection design requirements were determined, work began on development.  The fundamental components of the initial NUC data collection system are the Agema 1000LR radiometer, the Custom Digital Signal Interface, and the IBM compatible PC as illustrated in Figure 3-1.
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Figure 3-1.  NUC Data Collection System

The Agema 1000LR radiometer has two outputs for displaying or collecting imagery, a standard NTSC analog output and a high-speed serial digital output.  Since the resolution of the NTSC output is not sufficient for the NUC process, it was necessary to use the serial output, which required building a signal conversion interface.

The Agema serial digital output uses the Advanced Micro Devices (AMD) Transparent Asynchronous Xmitter-Receiver Interface (TAXI) chip set.  The TAXI transmitter and receiver pair combine to form a pseudo-ECL (referenced to +5V) data link capable of operation up to 175MHz.  Each link is comprised of two 50-ohm coaxial cables, one for each differential signal.  The interface uses two 4-bit/5-bit encoders, which take an 8-bit byte and split it into two 4-bit nibbles.  Each 4-bit nibble is encoded into a 5-bit symbol.  The 5-bit symbols are chosen such that there are enough transitions to allow the internal phase-locked loop (PLL) to stay locked onto the incoming data stream.  Since only 16 of the 5-bit symbols are used to encode each nibble, some of the remaining symbols are used for command symbols.   Combining the two nibbles back together produces the 10-bit data stream. The Agema has a 12-bit pixel resolution, which is output by the TAXI interface as the lower 12-bits of a 16-bit word.  Since the TAXI chipset is an 8-bit interface, it is necessary to combine two transmitters and two receivers to form the 16-bit data path, as illustrated in Figure 3-2.

The Agema 1000LR’s detector consists of five Signal PRocessing In The Element (SPRITE) elements positioned such that during each scan pass, five lines of the image are scanned.  This means that each sample of the detector output consists of five pixels from five different lines.  The samples are spaced on every other line, and each successive scan is shifted down five lines.  The result is that the pixels are delivered in a disordered fashion.  The unit also embeds camera configuration and calibration data into each frame during the blanking time.  This camera configuration and calibration data is grouped together into two packets, one is sent before and one after the active pixel data.  In order to separate the configuration and calibration data from the pixel data, the 1000LR provides three strobe signals, DSIR, HSIR, and VSIR, as illustrated in Figure 3-3.  Each pixel is clocked by the PCLK, which is produced by the TAXI receiver. 

In the design of the custom interface, an Erasable Programmable Logic Device (EPLD) was use to decode the data strobes and successfully separate the configuration data from the pixel data.  It also serves as a data latch to recombine the two 8-bit data links into a single 16-bit bus.  Although, in theory, the control signal from both TAXI receivers are identical, there was a possibility that the two 8-bit data links could be skewed in time slightly.  Therefore, it was necessary to use both sets of control signals from the TAXI receivers to synchronize the data before presenting it to the frame grabber, as illustrated in Figure 3-4.  The TAXI receivers do all the ECL/TLL level conversions.  The Itex IC-PCI frame grabber used to capture the image from the camera requires standard gate-type sync signals.  Unfortunately, the Agema 1000LR does not output usable frame sync and line sync signals for this purpose.  Therefore, the EPLD on the custom interface was used to generate these sync signals from the strobes provided from the 1000LR, as illustrated in Figure 3-5.
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       Figure 3-2.  TAXI Transmitter Block Diagram

          Figure 3-3.  Strobe Signals

   
[image: image8.wmf]SYNC

DIFFERENTIAL ECL

DIFFERENTIAL ECL

HI BYTE

TAXI

RECEIVER

(AM7968)

LO BYTE

TAXI

RECEIVER

(AM7968)

8-BIT TTL

FRAME/LINE SYNC

DECODE LOGIC (EPLD)

FRAME/LINE SYNC

and PIXEL CLOCK

8-BIT TTL

DATABUS

LATCH

LOGIC

(EPLD)

16-BIT DATA

FROM TAXI

TRANSMITTERS

TO PCI

FRAME

GRABBER

    [image: image9.wmf]VSIR

DSIR

DATA

HSIR

4000 ACTIVE

PIXELS

FRAME

SYNC

LINE

SYNC

(NOT TO SCALE)

4000 ACTIVE

PIXELS


 
Figure 3-4.  TAXI Receiver Block Diagram

Figure 3-5.  Frame/Line Sync Generation

The resulting frame of 4000x81 pixels and associated sync signals are passed across a short external cable to the frame grabber, as illustrated in Figure 3-1.  The digital image was then acquired by the Itex IC-PCI digital frame grabber and placed in the PC’s system memory.  The EYE Image Calculator development library, by IO Industries of Canada, was used to communicate with the Itex board to acquire the imagery and provide a reference pointer to the data stored in RAM.  Options were built into the code to allow the test engineer to vary the number of images to capture and/or average during each acquisition sequence.  

 The imagery acquired by the Itex PCI board is, as mentioned before, in a 4000x81 pixel format.  In order to visualize the imagery properly, a transformation must take place to re-interlace the data.  Because of the large amount of data that requires this transformation and because this process is identical for every frame captured, code was built around a simple look-up table to re-align each pixel to the appropriate location.  Figure 3-6 is a simplistic interpretation of the scanning process that takes place by the Agema 1000LR camera.  Five detectors aligned vertically, with a detector pitch equal to twice the vertical sample width, scan horizontally for 800 counts.  On the second and subsequent scans, the detectors return and are shifted down vertically five sample widths.  After 81 vertical shifts the image data for a single frame is complete and 5x800x81 pixels have been acquired.  The ordering of these pixels is described in Table 3-1, which shows the data from the five detectors is output sequentially before the detectors move horizontally. 
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Scan Line 81 (S81)
D1
D2
D3
D4
D5
D1
D2
D3
D4
D5
…
D1
D2
D3
D4
D5

Table 3-1.  Agema 1000LR Pixel Order

A single “row” output by the Agema camera is therefore 5 detectors by 800 columns wide, or 4000 pixels.  Finally, Figure 3-7 shows how the transformation table was built so as to properly format the image with 800x405 pixels (note: in Figure 3-7, S## = scan line number of the image, D# = detector number of the detector array, and C### = column number of actual image data).
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Figure 3-6.  Agema Scanner Illustration

      Figure 3-7.  Image Transformation Implementation  

4. Implementation phase

The NUC data collection implementation is illustrated in Figure 4-1.  This implementation illustrates the use of an SGI as the main NUC control computer and the VME drive electronics used to drive the 512x512 WISP array.  Custom C code on the SGI was written to control the data collection.  The primary tasks of this code were to:

· Communicate via Scramnet to the VME drive electronics and the PC, 

· Control the order of the sparse dixel images (position and input intensity), 

· Control the VME drive electronics to display the appropriate sparse dixel image, 

· Control the PC to capture and frame average the images,  

· Retrieve the frame averaged image off of the Scramnet reflective memory board, and

· Save this imagery for later reduction/calibration processing.  

The frame grabber software was designed to enable another computer to control the acquisition process.  In this case, the SGI system provided information about when to start/stop and how many images to capture/average through the Scramnet interface.  When the SGI system indicates a readiness to receive data, the PC system provides the appropriate reference pointer for the image data across the Scramnet interface.  Similarly, the software running on the VME drive electronics was designed to accept input parameters, describing the position and input intensity of the sparse dixel array, across the Scramnet interface.
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Figure 4-1.  NUC Data Collection Implementation

The main obstacles to overcome for the NUC data collection system to be successful were:

· Digital noise in the custom digital interface,

· Image vibration, and 

· Level shifts in the Agema 1000LR. 

Some small amount of digital noise was noticed in the initial wire-wrap board design of the digital signal interface.  This effect was contributed to the non-ideal noise characteristics of a wire-wrap design and/or a lack of sufficient thermal dissipation.  However, once the multi-layer printed circuit board design was fabricated and a small fan was added to the signal interface box, all noticeable digital signal noise was removed.  

Even though the NUC sensor, WISP resistor array, and POS were all mounted to the same optical tabletop, mechanical vibrations greater than three to five sensor pixels were apparent.  These vibrations were attributed to a combination of induced vibrations from the chiller, vacuum, NUC sensor scanner assembly, and the inherent surrounding environment.  To reduce the magnitude of this problem the optical tabletop was vibration stabilized, accomplished by floating the optical tabletop with standard air stabilization legs.  This process reduced the cumulative induced vibrations down to around the order of a pixel.  

There was a noticeable change of the background level (as measured by the NUC sensor) throughout the time frame needed for NUC data collection.  The exact cause remains to be determined, possible causes are:  actual lab temperature fluctuations, WISP array temperature fluctuations, or NUC sensor fluctuations.  In any event, it was considered probable that using background calibration images, throughout the time frame that sparse dixel data was captured, should alleviate these problems.  In fact, due to the lengthy time required to capture all sparse dixel images, the need to capture background images for calibration was always anticipated (worst case would be a background image for each sparse dixel image).  Removal of the background level effect is currently planned as a task for the calibration stage of NUC (i.e., data processing/reduction of sparse dixel images). 

5. Additional Future system USES

In addition to using the digital data collection system for NUC, two other uses have been identified.  These are:  the acquisition of digital data during field I2R system testing and the laboratory characterization of I2R systems.  Depending on the I2R system being tested, modifications to the digital interface would be required (i.e., the current digital interface is only operational for the Agema 1000LR radiometer).  However, these system applications were anticipated and growth paths have been planned for in the design and development of the digital interface. 

During I2R system field testing, live firing and/or dirty battlefield exercises are conducted to evaluate system performance.  Typically, as a minimum, RS170 video will be recorded during these exercises.  However, in critical situations where failure analysis is required to determine anomalous behavior, being able to collect and later analyze actual I2R system digital data is extremely beneficial.  This raw data allows the design engineer to possibly modify software algorithms to ensure avoidance of the observed anomalous behavior prior to another costly field test.  Typical scenarios in the field, require a minimum of 30 second captures, compared to the 1-10 seconds required for most laboratory experiments.  As an example, the ITAS system has a 987x480x2-byte output digital signal.  To capture 30 seconds of full frame rate data requires approximately 900MB of RAM.  Additional time would then be required to archive this data on some permanent media.  An alternative method is to use a Redundant Array of Independent Drives (RAID), which can be configured with multiple gigabytes of permanent storage. The PCI frame grabbers can sustain data transfer rates to the RAID devices in a similar manner as they do to system RAM.  Again, this demonstrates the flexibility and versatility of the PCI frame grabbers and provides a wide variety of configurations for the system developer to use or migrate to.

Also, as systems continue moving towards the increased use of high speed digital signals, test and evaluation methodologies for standard laboratory testing must adapt.  Many methodologies for standard characterizations such as: Noise Equivalent Temperature Difference (NETD), Modulation Transfer Function (MTF), and 3D Noise, currently require some form of digital data capture.  The NUC data collection system described in this paper is ideally suited to adapt to this task.    

6. Conclusions

The RTTC is meeting the requirement to project dynamic, IR imagery into sensors under test by acquiring a DIRSP.  To ensure that the imagery is of sufficient quality so that, the sensors under test will perceive and respond just as they do to real-world scenes, NUC will be implemented.  A flexible and modular COTS based NUC data collection system has been designed and developed to achieve this goal.  Experience with NUC and potential NUC sensors has allowed the modular design of the custom digital interface to potentially adapt to a wide variety of future NUC sensors.  The COTS NUC data collection system has been successfully implemented on the FIRSP system using the Agema 1000LR radiometer.  Ongoing efforts to extend the flexibility of this device include:  the ability to capture Agema 1000LR radiometer configuration/calibration data each frame, the adaptation of the digital interface to other NUC sensors, and the addition of a large storage media for real-time field I2R imagery collection.  These efforts will provide test engineers with an extremely versatile tool for use on current and future projects.
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Telnet:  Used to login and run the Demo512 program on the VME single board computer.



Terminal:  Used to communicate via RS232 to the I760 Controller to set the level and gain of the camera.



ThermaGram95:  Used to grab the I760 images from the Custom IEEE488 interface and save out as an ASCII (image) file on the SCSI Jaz Drive.



FTP:  Used to transfer all ASCII images via ethernet to the Onyx for processing.



Demo512:  Used in auto mode to create and download the sparse array images via the Custom Digital Interface.   The program also communicates via RS232 to the PC programs using the RS232/Keyboard converter to control the camera settings via the Terminal program and save and name the ASCII image files via the ThermaGram95 program.



Matlab:  Used to process the ASCII images to determine the integrated delta Output Temperature Vs. Input Drive Voltage relationship of all 512x512 pixels.



Custom C Programs:  Used to build a NUC curve for each pixel and correct any arbitrary input image (16 or 8 bit depth).






















